
Mo et al. 
Chinese Journal of Mechanical Engineering           (2023) 36:63  
https://doi.org/10.1186/s10033-023-00884-8

ORIGINAL ARTICLE Open Access

© The Author(s) 2023. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

Chinese Journal of Mechanical Engineering

Spacecraft Pose Estimation Based 
on Different Camera Models
Lidong Mo1*   , Naiming Qi1 and Zhenqing Zhao2 

Abstract 

Spacecraft pose estimation is an important technology to maintain or change the spacecraft orientation in space. For 
spacecraft pose estimation, when two spacecraft are relatively distant, the depth information of the space point is less 
than that of the measuring distance, so the camera model can be seen as a weak perspective projection model. In this 
paper, a spacecraft pose estimation algorithm based on four symmetrical points of the spacecraft outline is proposed. 
The analytical solution of the spacecraft pose is obtained by solving the weak perspective projection model, which 
can satisfy the requirements of the measurement model when the measurement distance is long. The optimal solu-
tion is obtained from the weak perspective projection model to the perspective projection model, which can meet 
the measurement requirements when the measuring distance is small. The simulation results show that the proposed 
algorithm can obtain better results, even though the noise is large.
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1  Introduction
With the development of space technology, an increas-
ing number of space missions involve the relative posi-
tion measurement of two spacecraft [1–4], such as 
space assembly, space satellite repair, fuel injection, sat-
ellite capture and tracking, and space interception. The 
measurement of the spacecraft’s relative position is very 
important to maintain or change the spacecraft orienta-
tion in space to complete a space mission.

For relative position measurement, vision has some 
advantages in terms of weight, volume, power consump-
tion, and equipment cost [5–8]. In the smart-OLEV mis-
sion [9, 10], the SMART-1 platform uses stereo cameras 
and lighting equipment to provide better measurement 
data within 5 m, but pointing data are only provided at 
a long distance. The Argon vision system is divided into 

long-distance and short-range vision sensors [11, 12], 
which select different field-of-view sensors for different 
distances. The natural image feature recognition system 
developed by the Johnson Space Center USES generates 
a 3D model of the target under test to calculate the rela-
tive pose [13, 14]. Its measurement accuracy is propor-
tional to the relative distance. The measurement system 
requires to measure the relative pose information of two 
spacecraft at different distances for the control system 
or other systems, and the relative distance of the space-
craft varies significantly, reaching more than 20 times. 
Therefore, spacecraft pose estimation has the following 
characteristics.

(1) When the two spacecraft are relatively distant, the 
depth information of the feature points on the target 
spacecraft and the distance between the feature points 
are less than the relative distance between the two 
spacecraft.

(2) Because the focal length of the camera is fixed, the 
accuracy of the feature point extraction decreases with 
an increase in the relative distance between the two 
spacecraft.
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Based on the reasons above, when the two spacecraft 
are far apart, the pose measurement accuracy will be 
reduced. At present, two main algorithms are used for 
pose estimation.

(1) Cooperative space measurement. The first is an 
analytical algorithm based on the perspective projec-
tion camera model, such as perspective-n-point [15–17] 
and direct linear transformation [18–20]. Using these 
algorithms, the pose of spacecraft can be solved directly. 
However, the accuracy of the spacecraft pose obtained 
using the analytical algorithm is unsatisfactory. and opti-
mization algorithms based on nonlinear camera mod-
els, such as Gauss–Newton, Levenberg–Marqurdt, and 
orthogonal iteration algorithms [21–23]. These algo-
rithms require a good initial solution for optimization. 
Therefore, we aim to obtain high-precision analytical 
solutions using analytical algorithms. (2) Based on non-
cooperative space measurement, the transformation of 
the pose is calculated by using pattern matching and 3D 
point cloud technology [24–28].

In this study, a spacecraft pose estimation algorithm 
based on the target geometric constraints of the space-
craft outline is proposed. To reduce the influence of dis-
tance on measurement accuracy, this study simplifies the 
camera measurement model. The simulation results show 
that the proposed algorithm has an image feature error of 
0.1 pixel to 1 pixel from 1 m to 20 m.

2 � Pose Estimation Algorithm
Spacecraft pose estimation is based on the relationship 
between the target spacecraft points and the correspond-
ing image points. The relative pose of the target space-
craft coordinate system and camera coordinate system is 
calculated by using the multipoint correspondence rela-
tionship (Figure 1).

The mapping relations between the target spacecraft 
point and the image point can be described by two math-
ematical mappings: 1) rigid transformation and 2) camera 

model. In the former, the space points in the space coor-
dinate system and camera coordinate system follow a 
rigid body transformation, namely, rotation and trans-
lation transformations. Because the camera is installed 
on the tracker spacecraft, the relative pose relationship 
between the tracker spacecraft and the target spacecraft 
can be described by the pose relationship between the 
target spacecraft and the camera coordinate system. In 
the latter, the relationship between 3D space points in the 
camera coordinates and the projection 2D image points 
on the camera image plane is considered.

2.1 � Algorithm Model
To construct the spacecraft pose estimation algorithm 
model, four coplanar symmetry points are used to cal-
culate the spacecraft pose. The target spacecraft coor-
dinate system is Os-xyz. There are four points for Ps

i , 
i = 1, · · · , 4 . The four points in the target spacecraft 
coordinates are

where a, b, c, d are known values and the relationship 
between Ps

i and the points in the camera coordinate sys-
tem Pc

i  is given by

where

where I is the first row of the rotation matrix of R3×3 , J is 
the second row, and K is the third row.

2.2 � Camera Model
The fixed-focus-lens camera model can be simplified 
to a single-lens model. According to the optics princi-
ple, space points Pc

i (x
c
i , y

c
i , z

c
i ) , image points pi(ui, vi) , 

and the camera origin Oc are located on the same line. 
Therefore, the camera model is called the pinhole cam-
era model, which is also known as the perspective pro-
jection model.
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Figure 1  Target spacecraft and camera coordinate system
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where f is the camera focal distance. The spacecraft pose 
estimation model is

Form Eq. (2), we can obtain the relationship between zci  
and tz:

Finally, we have

According to the symmetry properties of points, we 
have

where

2.3 � Simplified Model
When the two spacecraft are relatively distant, the accu-
racy of the image feature extraction is low, and the depth 
information of the feature points to the target spacecraft 
can be ignored. The camera model can be approximated 
by a simplified perspective projection model [29–31]. 
Consequently, we obtain
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Simplified perspective projection refers to the projec-
tion on a plane parallel to the imaging plane through the 
origin of the target spacecraft. Therefore, it ignores the 
depth of the target spacecraft point relative to the origin 
of the target spacecraft. When the two spacecraft are rel-
atively distant, the neglect error is insignificant. From Eq. 
(8), we have

where ki can be calculated by image points. Equation (7) 
contains nine variables and six equations. Thus, it cannot 
be solved directly. The rotation matrix R has the follow-
ing constraints:

From the first, third, and sixth equations of Eq. (12), we 
can obtain

From Eqs. (8) and (13), we obtain

Eq. (14) is a quartic equation. Therefore, the number of 
roots is four. Two negative roots are removed according 
to the relationship between roots and coefficients, and 
two positive roots meet the following conditions:
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Condition 2 can only be satisfied when the rotation angle 
is greater than 60°; therefore, the result of applying Con-
dition 1 is selected.

Rotation matrix R can be described by four quaternion 
parameters (q0, q1, q2, q3):

Assumed that

Form Eq. (14), we obtain

As a result, we have
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2.4 � Optimization Algorithm
The accuracy of spacecraft pose estimation based on sim-
plified perspective projection is poor. Therefore, an itera-
tive optimal algorithm was constructed to improve the 
solution accuracy. The optimal algorithm for improving 
the accuracy of spacecraft pose estimation is shown in 
Figure 2.

In the algorithm, Rj =
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3 � Experimental Section
The simulation experiment parameters were set as fol-
lows. The focal distance of the camera was 12 mm. The 
pixel size was 7.4 μm × 7.4 μm. The rotation matrix and 
the translation vector were [ϕ, θ , ψ] = [30◦, 30◦, 30◦] 
and T = [0.5tz , 0.5tz , tz]  (m), respectively, where 
tz = 1− 20. The four points in the target spacecraft coor-
dinates were

Simulation experiments verified the proposed algo-
rithm in the following three aspects: 1) The optimization 
algorithm was analyzed without noise. 2) The relation-
ship between the estimation accuracy and distance was 
analyzed with a mean value of 0 and a standard deviation 
of 0.1 pixel Gaussian noise. 3) The relationship between 
the estimation accuracy and distance was analyzed with 
a mean value of 0 and a standard deviation of 1 pixel 
Gaussian noise.

The simulation results are shown in Figures  3 and 4. 
The spacecraft pose estimation error is large, based on 
the simplified perspective projection, and the optimiza-
tion algorithm based on the camera model effectively 
reduces the measurement error. After 10 iterations, the 
attitude errors are less than 0.42°, and the position errors 
are less than 4 mm.

Figures  5 and 6 show the estimation accuracy with 
a mean value of 0 and a standard deviation of 0.1 pixel 
noise. When tz is 10 m, the attitude error is less than 
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initial relative position accuracy is low based on the sim-
plified perspective projection model.

Figures  7 and 8 show the estimation accuracy with a 
mean value of 0 and a standard deviation of 1 pixel noise. 
When tz is 10 m, the attitude errors are less than 3°, and 
the position errors are less than 0.35 m. When tz is 20 
m, the attitude errors are less than 7.5°, and the position 
errors are less than 1 m.

4 � Conclusions
To meet the requirements of pose estimation accuracy 
for spacecraft relative distance change from far to near, 
we propose a model based on two different camera 
models. In this model, the initial value of the spacecraft 
pose is calculated by a simplified perspective projec-
tion model, and the results are further optimized by the 

Figure 2  Optimal algorithm to improve the accuracy of spacecraft pose estimation
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perspective projection model. The simulation results 
show that the errors of pose estimation are less than 0.8° 
and 117 mm when the image points have 0 mean and 0.1 
pixel standard deviation. Further, the errors of pose esti-
mation are less than 7.5° and 1 m when the image points 
have 0 mean and 1 pixel standard deviation. The estima-
tion accuracy can satisfy the requirements of spacecraft 
missions.
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