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Abstract: Due to the non-stationary characteristics of vibration signals acquired from rolling element bearing fault, the time-frequency 

analysis is often applied to describe the local information of these unstable signals smartly. However, it is difficult to classify the high 

dimensional feature matrix directly because of too large dimensions for many classifiers. This paper combines the concepts of 

time-frequency distribution(TFD) with non-negative matrix factorization(NMF), and proposes a novel TFD matrix factorization method 

to enhance representation and identification of bearing fault. Throughout this method, the TFD of a vibration signal is firstly 

accomplished to describe the localized faults with short-time Fourier transform(STFT). Then, the supervised NMF mapping is adopted 

to extract the fault features from TFD. Meanwhile, the fault samples can be clustered and recognized automatically by using the 

clustering property of NMF. The proposed method takes advantages of the NMF in the parts-based representation and the adaptive 

clustering. The localized fault features of interest can be extracted as well. To evaluate the performance of the proposed method, the 9 

kinds of the bearing fault on a test bench is performed. The proposed method can effectively identify the fault severity and different fault 

types. Moreover, in comparison with the artificial neural network(ANN), NMF yields 99.3% mean accuracy which is much superior to 

ANN. This research presents a simple and practical resolution for the fault diagnosis problem of rolling element bearing in high 

dimensional feature space. 
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1  Introduction 
 

Rolling element bearings are one of the most important 
and common components in rotary machines. Their 
performances are also related to the condition of rotating 
machinery. Therefore, it is essential to detect the occurring 
fault as early as possible to avoid fatal breakdowns. 
Vibration-based monitoring is the most widely applied 
technique as the traditional method. As the fault vibration 
signals of bearing are non-stationary, the traditional 
diagnosis techniques perform from the waveforms of the 
fault vibration signals in the time or frequency domain[1–4], 
and then construct the criterion functions to identify the 
working condition of rolling element bearing. However, 
because the non-linear factors, such as loads, friction and 
so on, have distinct influence on the vibration signals due 
to the complexity of the construct and working condition, it 
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is very difficult to make an accurate evaluation on the 
working condition of rolling element bearing only through 
the analysis in time or frequency domain.  

The time-frequency distribution(TFD) can well 
demonstrate the periodic transient component of a vibration 
signal by combining the time and frequency information in 
a two-dimensional representation. Typical TFD methods 
include the short-time Fourier transform(STFT)[5], the 
wavelet analysis[6] and the Wigner-Ville distribution[7]. Due 
to the capability of energy distribution in the time- 
frequency domain, the TFD is beneficial to non-stationary 
signal analysis in machinery fault diagnosis.  

However, comparing with the time or frequency domain, 
time-frequency distribution is usually a high dimension 
matrix, and will thus increase the difficulty to identify 
faults through traditional classifier. Therefore, it is obvious 
that dimension reduction to a much lower dimension is 
appropriate. Principle component analysis(PCA)[8], 
independent component analysis(ICA)[9], and singular 
value decomposition(SVD)[10] are applied to obtain low 
dimension features[11–12]. While, due to the holistic nature 
of PCA, the resulting components are global interpretations 
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and lack intuitive meaning.  
In order to solve this problem, LEE and SEUNG 

demonstrated that non-negative matrix factorization(NMF) 
is able to learn localized features with obvious 
interpretation[13]. It is a new theory for factorizing a matrix 
as the product of two matrices, whose elements are all 
non-negative. Previous extraction methods usually contain 
negative elements, which are physically meaningless. 
Major physical signals, such as pixel intensity, amplitude 
spectra and weight, are non-negative. Because of its 
non-negative constraint, NMF has a good effect on 
part-based representation. Therefore, NMF has a 
widespread adoption, particularly in the feature extraction 
field. LIU creatively used NMF to extract features of 
objects and then realize recognition[14]. PU proposed a 
fisher NMF algorithm by inputting the fisher method into 
NMF to preprocess signals. On the basis, the following 
sparseness constraint made the whole algorithm can 
achieve even better results[15]. Except for feature extraction, 
NMF has been adopted to various applications such as 
image compression and classification[16], sound 
separation[17], and so on. Several researches have been done 
to apply NMF to fault diagnosis of engine and water tank 
system[18–19].  

In addition, identifying effect of faults with the extracted 
features from NMF is associated with the selected classifier. 
In general, support vector machine(SVM) or artificial 
neural networks(ANN) are applied to achieve pattern 
recognition. However, either SVM or ANN needs extra 
training stage, which is very strong sensitivity to the 
parameter adjustment. Thus, much more calculation and 
less efficiency are inevitable. However, studies empirically 
show that NMF emerges as a promising tool for 
clustering[20]. Clustering implicitly performs an adaptive 
dimensionality reduction at each iteration, leading to better 
clustering accuracy compared to traditional clustering 
methods, such as k-means.  

Naturally, the localized fault features of interest can be 
extracted and recognized efficiently by using the 
advantages of the NMF in parts-based representation and 
adaptive clustering. Therefore this paper proposes a feature 
extraction and recognition of rolling element bearing fault 
from TFD based on NMF. With STFT method, the TFD of 
a vibration signal is achieved to describe localized faults. 
Integrated with supervised NMF mapping, the high 
dimension matrix of TFD is factorized to select localized 
fault features. In addition, according to the clustering 
property of NMF, the proposed method can accomplish 
clustering and identification of pattern samples automatically.  

The paper is organized as follows: Section 2 provides the 
fundamental knowledge about STFT. In section 3, the 
principles of NMF are introduced. And its property in 
extraction and clustering field is also put forward. Then in 
section 4, the fault diagnosis strategy based on NMF is 
proposed. In section 5, vibration signals of rolling element 
bearing faults are presented to evaluate the proposed 

method. At last, a conclusion is drawn in section 6. 
 

2  Short-Time Fourier Transform  
 
Vibration signals of bearings are complicated with rich 

information. With the bearing state varying, the vibration 
signals will change simultaneously. A good analysis scheme 
can distinctly express the changes, which makes the 
diagnosis much easier and more reliable. STFT is a typical 
time-frequency analysis method, which has been widely 
used in signal processing field. This approach uses a 
window function to multiply time series, in which the 
non-stationary signal can approximately be considered as 
locally stationary, and then transformed them into 
time-frequency domain. We can capture the spectral 
components in spectrogram as discrimination with this 
method. STFT is able to be described as below: 

 

( , ) ( ) ( ) exp( 2 π )d ,S t f x t w j f   = + -ò       (1) 

 
where )(tx  is the signal to be considered, )(tw  is the 
sliding window function(i.e. Hanning window), t is the 
time, and f is the frequency. 

The phase of ),( ftS  is usually ignored because the 
amplitude spectrum is quite convenient to deal with. Hence, 
we only take the amplitude spectrum of measured signals 
into consideration.  

Although wavelet transform has been widely used in 
signal analysis field, wavelet basis function exerts great 
influence on corresponding results. In the industrial 
environment, vibration signal is usually influenced by 
different parts. Furthermore, with the fault developing, 
there are different types of localized feature for different 
fault severities, for example, single sided impulse 
component and double sided impulse component, etc. 
Aiming at reducing the effect of artificial factors and 
combining all the reasons mentioned above, the signal here 
is too hard to be decomposed by a very mother wavelet. 
That’s why STFT approach is chosen as an appropriate tool 
due to its easy principle and good capacity. 

 
3  Non-negative Matrix Factorization  

 

3.1  NMF algorithm 
NMF is a matrix factorization algorithm with 

non-negative constraints. It has been investigated by many 
researchers, e.g. PAATERO and TAPPER[21]. However, it is 
popularized by the work of LEE and SEUNG published in 
Nature journal[13]. Based on the point that the negativity is 
meaningless in human perception, they proposed a smart 
algorithm to find proper non-negative representations of 
non-negative data or images. The basic NMF problem is 
stated as follows: given a matrix V with n m´  
non-negative values, and then factorize it into two matrices 

n r´W  and r m´H  as well as possible. The process can be 
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described as follows: 

 
.n m n r r m´ ´ ´»V W H               (2) 

 
Additionally, the reduced rank r is generally chosen as

( ) ,n m r n m+ < ´ hence the compression effect is 
accomplished. As a result, V is able to be estimated as a 
linear combination of the vectors of the basis matrix W and 
gains matrix H. As the key characteristic of NMF, 
non-negativity makes the representation purely additive. It 
is quite different from the other factorization techniques, 
such as PCA and ICA, whose elements may be negative. In 
practice, the amplitude of frequency spectrum presented by 
negative components can not represent any physical 
meanings. 

In order to obtain matrix W and H in Eq. (2), a variety of 
cost function is used. Among them, the most often used one 
is based on Frobenius norm: 

 

  
21

( ) .
2

= -D V WH V WH            (3) 

 
So an iterative multiplicative algorithm is also given to 
obtain W and H: 

 

( ) ( )T T ,é ù= Ä +ê úë û
W W VH WHH        (4) 

 

( ) ( )T T ,é ù= Ä +ê úë û
H H W V W WH        (5) 

 
where Ä  is the element-wise multiplication,   is the 
element-wise division and ε is a small constant(typically 
10–16) for enforcing positive entries.  

 
3.2  Clustering based on NMF 

In the recent years, the use of NMF for clustering of 
non-negative data has already attracted much attention. 
Some examples can be found in Refs. [22–24]. DING, et al, 
shows the equivalence among NMF, spectral clustering and 
k-means clustering[22]. KIM and PARK explain the 
principium of NMF in cluster[25]. In k-means concept, the 
objective function to be minimized is the sum of squared 
distance from each data point to its centroid. With

1 2[ , , , ] m n
na a a R ´= ÎA , the objective function

kJ

 kJ  
with given integer k can be written as below: 

 
2 2

1
,

i j

k

k i jj= Î
= - = -å åa c

J a c A CB       (6) 

 

where [ ]1 2, , , m k
k R ´= ÎC c c c  is the centroid matrix,  

cj is the cluster centroid of the j-th cluster, and k nR ´ÎB
denote clustering assignment, i.e., 1ij =B  if i-th 
observation is assigned to the j-th cluster, and 0ij =B  
otherwise. 

1

1 2

1 1 1
diag , , , ,k k

k

R- ´
æ ö÷ç ÷ç= Î÷ç ÷÷çè ø

D
c c c

       (7) 

 
where jc  is the number of data points in cluster j, C can 
be expressed as 1-=C ABD . Then 

 
21 T ,k

-= -J A ABD B               (8) 

 
and the task of k-means is to look for B that minimize the 
objective function kJ  where B has only one in each row, 
with others zero. Take two diagonal matrices 1D and 2D  
to satisfy 1

1 2
- =D D D . Set 

1=F BD  and 
2=H BD , 

the above objective function can be replaced by 
 

2T
,min .k = -F H J A AFH             (9) 

 
This function is similar to Eq. (3) if set =W AF . That 

is to say, NMF somehow can work as a clustering approach. 
Actually, the basic idea of NMF for clustering is very 
simple. Further explanation is elaborated in Ref. [26]. 
Moreover, there is a brief overview of its probabilistic 
interpretation in Ref. [20]. 

Let us consider the joint probability ( ),i jp t d  of feature 

it  and sample data jd , it is factorized as 
 

( ) ( ) ( ) ( ), ,i j i k i k k
k

p p p p=åt d t c d c c       (10) 

 
where ( )kp c  is the prior probability for cluster ck. 
Elements of V can be seen as ( ),i jp t d . Relating Eq. (10) 
to the factorization Eq. (2), ikW  corresponds to ( )i kp t c , 
which means the significance of feature ti in cluster ck. 
Employ sum-to-one normalization to each column of W, 
i.e., 1-

WWD  where ( )Tdiag=WD I W and [ ]T1, 1, ,1 .=I  
Then the Eq. (2) can be rewritten as follows: 

 

( )( )T1 .-= W WV WD HD               (11) 

 
Comparing Eq. (11) with Eq. (10), ( )T

WHD can be 
treated as ( ) ( )i k kp pd c c . What is more, in the task of 
clustering, the posterior probability ( )k ip c d  is necessary. 
Applying on Bayes rule, the posterior probability is given 
by 

 

( ) ( ) ( ) T .k j i k k kj
p p p é ùµ = ê úë ûWc d d c c D H      (12) 

 
Therefore, data dj is assigned to cluster k if 
 

arg max [ ] .k jkk ¬ WHD             (13) 

 
In general, the columns in V are treated as data points in 

an m-dimensional space, columns in W are considered as 
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basis vectors and each row in H represents the extent of 
each basis vector that is used to reconstruct data vector. 
According to the distribution of H, n samples are divided 
into k clusters, which are presented in Fig. 1. 

 

 
Fig. 1.  Clustering with a matrix 6 8RV  

 
In Fig. 1, an illustration of clustering with a matrix 

6 8R ´ÎV  is shown in the case of two clusters. The bigger 
square indicates bigger value in matrix. NMF produces two 
factors W and H, where columns in W are correlated to 
prototypes and columns in H reflect cluster indicators. 

 
4  Overview of the Fault Diagnosis Strategy 

 

4.1  Fault diagnosis scheme based on NMF 
The proposed fault diagnosis method mainly has two 

steps: training and testing. The flow chart of whole strategy 
is displayed in Fig. 2, and the implementation procedure is 
detailed as follows. 

 

 
Fig. 2.  Flowchart of the fault diagnosis system 

 

(1) Transform vibration data into time-frequency 
distributions and get their spectrogram. In this stage, we 
choose STFT to realize the transformation because of less 
artificial influence. Then, randomly select several segments 
of data from each source and assemble them as training set 
by the vector of each spectrogram. Mostly, the dimension 
of a spectrogram is too big to take all of them as an input 
that dimension reduction is necessary.  

(2) For the training, NMF is adopted to compress the 
dimension and obtain features respectively. As a new 
emerged technique, NMF has a lot of benefits in feature 
extraction. After compression, gather these matrices to 
form an over-complete basis in feature space. As a result, 

these bases can perfectly represent the underlying 
characteristics of the rest observed signals. It is believed 
that the parts of bases are different from different signals. 
That is to say, it is possible to separate various signals from 
a data set according to the characteristics of base vectors.  

(3) In testing stage, the observed signals are mapped onto 
the assembled basis. The bases are kept fixed and the gains 
won't be updated during the iterative process in NMF way 
until they converge to the stationary point. After obtaining 
the corresponding gain matrix, we will take use of the 
clustering property of NMF to realize fault identification. 
After analyzing the basis, the biggest value in each column 
of the gain matrix indicates the fault that it belongs. 

 
4.2  Feature extraction using supervised NMF 

During training, a supervised NMF is applied to obtain 
basis space from the training data, and then use bases to 
recognize different faults. Supervised NMF helps us learn 
about the basis of each source separately from training data.  
In order to realize this process, training data is 
indispensable: 

 

train 1 2( ) { , , } ( 1, 2, , ),tt t T = =V X X X        (14) 

 
where tX  is the t-th amplitude spectrogram of fault’s 
training samples whose dimension is n m´ . According to 
Eq. (2), this set can be decomposed as below: 

 

train ( ) ( ) ( ) ( 1, 2, , ),n r r mt t t t T´ ´= =V W H        (15) 

 
where ( )n r t´W  is the set of basis, and ( )r m t´H  is the 
corresponding gains of each basis. After achieving all the 
bases, combine them together for the over-complete basis 
set 

 

train { (1), (2), , ( )},n r n r n r T´ ´ ´=W W W W        (16) 

 
where T is the type of fault. 

 
4.3  Fault recognition  

As mentioned in testing, with the basis space extracted 
by supervised NMF, the test data is used to be recognized. 
Assuming we have L transformed signals iX , assemble 
them as the test data 

 

test 1 2{ , , } ( 1, 2, , ).t t L = =V X X X         (17) 

 
Using Eqs. (3), (4) to iterate and keep the W fixed until it 
converges, we can achieve a resulting gains matrix testH , 
which satisfies 

 

test train test .»V W H               (18) 

 
According to the contents in section 3.2, it is convenient 

to distinguish various types of faults by using Eq. (13). In 
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the ideal condition, the L test signals can be correctly 
clustered into T training types. 

 

5  Experiment and Discussion 

 
5.1  Bearing data set description 

The vibration data of rolling element bearing is acquired 
from the bearing center of the Case Western Reserve 
University[27]. The type of bearings in this test was SKF 
6205, deep groove ball bearing. Single point faults were 
introduced to the bearings with fault diameters of 0.177 8 
mm, 0.355 6 mm and 0.533 4 mm. 9 kinds of bearings with 
various faults, i.e. inner race fault, ball fault and outer race 
fault with 3 diameters status. The load in the test was 1.5 
kW and the motor speed was about 1257 r/min. Vibration 
signals were collected by accelerometers, which were 
attached to the driver end with magnetic bases. The 
sampling frequency is 12 kHz and the sample number is 
120 000 points.  

Bearing faults usually indicate as periodic transient 
impulses in vibration signals, so its sampling signals should 
cover at least two or three periods to show thus features in 
time-frequency domain. Therefore, take the sampling 
frequency and feature frequency into consideration, the 
selected 1024 sampling length can represent enough 
features. Total 180 samples containing 1024 points are 
randomly selected from every source. All the waveforms of 
various faults vibration signals with load 1.5 kW are shown 
in Fig. 3–Fig. 5. 

 

 

Fig. 3.  Waveform of inner race fault  
with 3 diameters status 

 

Fig. 4.  Waveform of ball fault with 3 diameters status 

 

 
Fig. 5.  Waveform of outer race fault with 3 diameters status 

 

With the increasing of fault severity, the vibration signal 
amplitude also increases accordingly. However, under the 
practice operating conditions, influenced by various factors, 
the vibration amplitude does not strictly correspond to fault 
size. So, the amplitude of waveform in Fig. 5(b) is smaller 
than the amplitude of other fault diameters. 
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5.2  Feature extraction of TFD through NMF 
After obtaining TFD of every state, how to classify and 

recognize the vibration signals is a typical pattern 
recognition problem. For each sample of bearing, a 
257´1024 time-frequency matrix can be obtained based on 
the STFT. However, it is impossible to take the whole 
matrix as input, because 257´1024 is such a huge amount 
for any pattern recognition system. Thus, it is necessary to 
reduce the data dimension to an acceptable scale, and the 
information is kept as much as possible. The original TFDs 
of various faults are shown in Fig. 6–Fig. 8. 

 

 

Fig. 6.  TFDs of inner race fault with different fault diameters 

 

Being regionally represented for TFDs in Fig. 6–Fig. 8, 
also easily interpreted and understood directly, NMF is 
applied to compress the feature dimension of the original 

time-frequency matrix. Besides, before NMF is applied, 
these TFD matrices need to be normalized and vectored. 
Then randomly select 10 samples from each source, as the 
training set to achieve basis, and the rest samples are put 
together as the testing set.  

 

 

Fig. 7.  TFDs of ball fault with different fault diameters  

 
So, the training sets of 9 fault sources are transformed 

into 9 training matrix ( )( 1,2, ,9)i i =V . And the lower 
dimension r is confirmed by a heuristic method proposed 
by CICHOCKI[28], which was calculated to be 6 in our 
experiment. So, as mentioned above, the training set can be 
factorized as follows: 

 

263 168 10 263 168 10 263 168 10( ) ( ) ( ) ( 1, 2, ,9)i i i i ´ ´ ´= =V W H , 

(19) 
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where ( )iW  is the basis matrix, which represents the 
features of each source. After factorization, combine 9 basis 
matrices together to form the base set W of the training 
samples 

 

263 168 6 263 168 6 263 168 6[ (1) , (2) , , (9) ]´ ´ ´=W W W W , 

(20) 
 

where W is 263 168 54´ . That is to say, all the 
characteristics of each source are contained in the basis set 
W. Next, as described in Eq. (18), the testH  can be 
achieved.  
 

 

Fig. 8.  TFDs of outer race fault with different fault diameters  

 
In the experiment, each of faults with different fault 

diameters is selected to be recognized, where fault diameter 

is 0.177 8 mm, 0.355 6 mm and 0.533 4 mm, respectively. 
The purpose is to validate the recognition performance for 
different fault severities. Based on the clustering property 
of NMF and Eq. (13), the position of the biggest value of 
one column would determine which cluster the sample 
belongs to, and the recognition result of inner race fault, 
ball fault and outer race fault is shown in Fig. 9. 
 

 

Fig. 9.  Classification of one type with 3 diameters status  

 

As seen from Fig. 9, y-label represents the clustered fault 
type. The numbers 1–9 represents inner-0.177 8 mm, 
inner-0.355 6 mm, inner-0.533 4 mm, ball-0.177 8 mm, 
ball-0.355 6 mm, ball-0.533 4 mm, outer-0.177 8 mm, 
outer-0.355 6 mm and outer-0.533 4 mm respectively. It is 
known that the difference between different fault diameters 
of the same sort is quite little, so the recognition 
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performance of one sort fault is a cardinal criterion for a 
technique. In addition, according to the Fig. 9, especially in 
Fig. 9(b), a ball fault sample is wrongly recognized as inner 
race fault. And the main reason is that some TFDs of ball 
fault are really similar to inner race fault’s. 

Although there is a mistake during the recognition, the 
diagnosis result is satisfactory. In order to further examine 
the performance of proposed method, the inner race fault, 
ball fault, and outer race fault with fault diameter of 0.355 
6 mm are chosen. The recognition result is displayed in the 
Fig. 10. 

 

 

Fig. 10.  Classification of 3 types  
with the same fault diameter 

 
Comparing Fig. 9 with Fig. 10, we can come up with the 

conclusion that our strategy is capable to deal with signals 
of variable types or various fault severities.  

Eventually, sum all above, and totally 9 distinct sorts of 
signals will be introduced in the following test, where 
different types and fault diameters are involved. The 
classification performance of 9 kinds of fault is shown in 
Fig. 11. 

 

 

Fig. 11.  Classification results of all types 

 
As seen from Fig. 10 and Fig. 11, there are misjudgments 

of sample. The waveform of vibration signal has a certain 
similarity between different fault type and fault severities, 
thus the similar features are extracted form TFDs, which 
achieve some misjudgment. Particularly, as shown in Fig. 
11, the total 90 samples are clustered into 9 classes. 
Although among them, a sample is mistakenly classified to 
another fault type, the whole performance of the test is 

impressive. As a consequence, we can conclude that the 
strategy based on NMF is available for bearing fault 
clustering and diagnosis.  

For the sake of a robust result, the experiment is 
implemented for 10 times to get a more stable evaluation. 
In order to improve recognition performance, denoising can 
be conducted by combining signal transform with 
thresholding operation to remove the noise. On the other 
hand, typical fault sample is added to basis space to more 
accurately describe the clustering boundary. 

 
5.3  Recognition based on artificial neural network 

For comparison, ANN toolbox of Matlab is adopted in 
this experiment. The ANN method used is the neural 
network pattern recognition toolbox. It’s a two-layer 
feed-forward network, with sigmoid hidden and output 
neurons, given neurons in its hidden layer. The network 
will be trained with scaled conjugate gradient 
backpropagation, where weight change parameter  =  
0.000 5 and maximum number of epochs is set to 100.  

Because this toolbox is not able to cope with high 
dimension data, statistical parameters from the vibration 
signals are evaluated in advance. As a consequence, some 
extra criterions are needed and the calculation becomes 
more complicated. In this experiment, we choose 7 
parameters of time domain (standard derivation, kurtosis, 
root mean square, mean, maximum value, shape factor and 
inlay) and 8 energy indices of diverse frequency bands, 15 
statistical parameters in total. During the classification, 
randomly select 70% of the signals as training set and the 
rest parts are used for test data. For comparison, ANN is 
also repeated for 10 times. The classification accuracy of 
ANN and NMF is listed in Table 1. 

 
Table 1.  Effect of two methods 

Statistical 
indices 

Accuracy of ANN-based 
classification 1/% 

Accuracy of NMF-based 
classification 2/% 

Maximum 100 100 

Minimum 22.2 97.78 

Mean 75.8 99.3 

 
According to the classification results, NMF not only has 

a relatively stable performance, but also accomplishes 
better mean accuracy, such as a more stable recognition and 
higher accuracy. However, In the 10 repeated tests, there is 
a large difference between maximum and minimum 
accuracy of ANN, which implicates that the corresponding 
results are not throughout creditable. Meanwhile, NMF 
obtains satisfactory result on both the accuracy of each test 
and the whole recognition performance. Although, both of 
them could reach maximum accuracy =100%, NMF 
yields 99.3% mean accuracy which is much superior to 
ANN. Obviously, the result proves that it is more appealing 
to make use of NMF-based classification instead of other 
methods. Therefore, it is credible that the NMF can offer a 
good resolution in fault diagnosis problem of bearing.  
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6  Conclusions 

 

(1) According to characteristics of vibration signal for 
rolling element bearing, a feature extraction and 
recognition method based on STFT and NMF is proposed. 
Experiments demonstrate that the drawbacks of FFT 
analysis for non-stationary signal feature representation can 
be solved by TFD with STFT, where the noise and impulse 
component can be separated effectively. 

(2) Considering the high dimensional feature space, the 
supervised NMF mapping is adopted to select local features 
from TFD. Meanwhile, with the clustering property of 
NMF, fault samples can be recognized automatically. 
Therefore, the fault recognition capabilities can be 
improved obviously. 

(3) The application of rolling element bearing faults 
shows that, the algorithm successfully discover the 
low-dimensional feature spaces and reveal interest and the 
separability of sample patterns. Besides, comparing with 
ANN, the feature extraction and recognition capability of 
proposed method is superior to that of ANN. 
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