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Abstract: The fourth industrial revolution promises to create what has been called the smart factory. The vision is that within such 

modular structured smart factories, cyber-physical systems monitor physical processes, create a virtual copy of the physical world and 

make decentralised decisions. This paper provides a view of this initiative from an automation systems perspective. In this context it 

considers how future automation systems might be effectively configured and supported through their lifecycles and how integration, 

application modelling, visualisation and reuse of such systems might be best achieved. The paper briefly describes limitations in current 

engineering methods, and new emerging approaches including the cyber physical systems (CPS) engineering tools being developed by 

the automation systems group (ASG) at Warwick Manufacturing Group, University of Warwick, UK. 

 

Keywords: index terms—smart factory, Industry 4.0, automation systems, cyber-physical systems, engineering, lifecycle 

 

 

 

1  Introduction 
 

Current automation systems engineering methods are 
frequently criticised, e.g., for poorly supporting reuse and 
their inability to effectively validate automation solutions 
across supply chains. There is also poor integration 
between real system and virtual system representations, 
which need to be closely integrated throughout the 
automation system lifecycle from specification and design 
through commissioning, validation, operation and reuse of 
systems. 

The left-hand side of Fig. 1 shows a typical example of 
the current system lifecycle. The engineering process is 
disjointed, and there are gaps between the various digital 
models of system aspects. The majority of current tools are 
vendor-specific and support largely closed control 
environments. They generally offer good point-solution 
functionality, are well supported and can deliver robust 
operational systems, but with limited agility. These factors 
lead to delays and ultimately to poor lifecycle uses of 
information, and lessons learned are not fed back to 
subsequent iterations of the system. There is typically poor 
reuse, and systems often lack commonality, needlessly 
deviating from a common standard. The right-hand side of 
Fig. 1 shows a vision of the CPS system’s lifecycle where 
the engineering build and operational phases are seamlessly 
integrated. Lessons learned are fed back into subsequent 
refinements of the system. The cyber and physical aspects 
are seamlessly integrated with the digital model 
continuously updated to and from the physical system. 
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Cyber physical systems are distributed, heterogeneous 
systems connected via networks, and usually associated 
with the concept of the Internet of Things (IoT)[1]. The 
increasing availability and use of distributed industrial CPS 
devices and systems could radically change the nature of 
manufacturing and provide new opportunities to develop 
more effective, finer grained and self-configuring 
automation systems.  A closely associated initiative is the 
Industry 4.0 platform, a specialisation within the IoT and 
Services, it facilitates the vision of the smart factory where 
CPS monitor physical processes, create a virtual copy of 
the physical world and make decentralised decisions[2]. 

Realising CPS for industrial automation implies the need 
for engineering tools capable of supporting distributed 
systems and is coupled to a major shift in emphasis from 
traditional monolithic, specialism-based, isolated 
engineering tools and methods towards integrated, 
Cloud-based tool/system infrastructures based around an 
Internet of Services and associated data. CPS also implies a 
combination of physical and virtual representations where 
physical devices and functionality are represented in data 
form and can be visualised virtually with the data model 
maintained in correspondence to the physical system 
throughout their lifecycle. 

Fig. 2 shows conceptually how in a CPS context the 
virtual engineering of a manufacturing system can be 
related to its physical implementation through the design 
and build phases and how subsequent run-time 
optimization can be achieved through feeding back 
information related to the product, process and production 
resources. An approach that supports a common distributed 
engineering model is important so that knowledge can be 
captured and engineering reuse facilitated.        
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Fig. 1.  Current state and future vision for the smart factory lifecycle 

 

 
Fig. 2.  Virtual engineering related to physical implementation in a CPS context 

 
 

2  Enablers for the Smart Factor  
 
A reference architecture is a general model that provides 

a framework for the structuring, development, integration 
and operation of systems[4]. The Industry 4.0 Reference 
Architecture model is very broad in that it aims to permit 
homogeneous consideration of the product to be 
manufactured and the production facility, with their 
interdependencies. The adoption of a component-based 
approach is at the heart of the recently published RAMI 
reference model of Industry 4.0, which features logically 
nestable components[2]. Four key aspects of Industry 4.0 are 
highlighted in Fig. 3, namely, the devices which compose 
the system, the connectivity to enable their integration, well 
targeted services, and appropriate data, e.g., as a foundation 
for digitisation, visualisation and analytics. 

 

 
Fig. 3.  Key underlining aspects of Industry 4.0 

From a connectivity perspective, industrial 
communication systems, such as a suitable fieldbus or 
industrial Ethernet, are available to establish 
communication among the distributed components. In the 
vision of CPS every component (be it for control, business 
or engineering functionality) is potentially able to interact 
with any other component. This enables a strong horizontal 
and vertical integration not only within automation systems 
and their associated machine/system builders, but also more 
widely to enable integration and collaboration across the 
supply chain and throughout the lifecycle. For realising 
such an automation network, the question arises of how this 
communication is provided with high interoperability[5]. 

In terms of device connectivity, the factory of the future 
will be heavily based on Internet and Web technologies and 
as devices become able to natively offer Web services, they 
will provide an interoperability layer that leads to easier 
coupling with other components despite of the high 
heterogeneity. Device profile for Web services (DPWS)[6], 
OPC-UA[7] and representational state transfer (REST) are 
three of the emerging technologies for realising Web 
service-enabled device connectivity[8–12]. 

Data exchange among mechanical plant engineering, 
electrical design, process engineering, process control 
engineering, HMI development, PLC programming and 
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other engineering tools is currently difficult[3]. Furthermore, 
from a lifecycle perspective, there are significant gaps in 
the consistent use of information throughout the lifecycle 
phases, and although the concept of the smart factory is 
well understood where consistency between physical and 
virtual representations of production systems would be 
maintained at all lifecycle phases, in reality a largely 
fragmented information modelling environment currently 
exists. AutomationML (AML) is a promising neutral data 
format based on XML for the storage and exchange of plant 
engineering information modules, to interconnect 
heterogeneous engineering tools from different fields, e.g., 
mechanical plant engineering, electrical design and PLC 
systems. AML is essentially combination of existing 
standard data formats for the storage of different aspects of 
engineering information. 

 
3  ASG Engineering Environment: vueOne 

 

The ASG is focusing on the design and implementation 
of automation systems engineering tools and methods 
adapted to the specific nature of CPS in particular, and that 
contribute more generally to achieving the goals of Industry 
4.0 on the KDCM, Arrowhead and 3Deployment projects, 
see Acknowledgements section. The ASG’s research is 
delivering an engineering software environment, called 
vueOne, part of which is currently being used to support 
Ford’s virtual engineering activity in powertrain assembly 
in the UK. vueOne is now also being used to support 
engineering of battery and electric 
motormake-like-production systems in partnership with a 
range of automation companies.  

Fig. 4 provides a descriptive framework for introducing 
the ASG’s research. It illustrates the general architecture of 
the systems engineering environment and highlights the 
main functionalities to support key phases of the 
automation systems lifecycle.  A layered representation is 
used.  The top level relates to organizations within the 
supply chain and engineers within departments.  The left 
part of Fig. 4 relates to system design with stakeholders 
feeding data models related to specific aspects of 
automation systems, e.g., for layout, mechanical 
engineering, control systems, and process and product 
definition through the use of domain- or user-specific 
representations associated with particular engineering tools 
or services.  Each data model is then deployed at the 
physical level to achieve mechanical build, machine 
programming, and production system configuration.  The 
operational phase of the system is shown on the right-hand 
side of Fig. 4.  Information generated by the production 
system is either fed back to the machine controllers 
themselves or propagated to higher levels of engineering 
support, analysis, and management.  

Fig. 4 also serves to highlight gaps in the engineering 
process, in particular where fragmented data models, 
incompatible software environments, and poor 

communication and collaboration between engineering 
organizations exist.  In particular, there is a large 
disconnect between the design and operational phases of 
production systems. 

 

 

Fig. 4.  Industry 4.0 oriented engineering framework 

 

The vueOne engineering environment functionalities 
focus on: a) virtual engineering and validation of CPSs 
physical layout and control logic, b) direct deployment of 
component-based control to PLCs and other embedded 
devices, c) the connectivity between 4data set and real 
system in order to, d) enhanced support for operation 
related tasks (e.g., maintenance), and e) maintain 
consistency between the virtual (cyber) and physical 
system and therefore enhance capitalisation and re-use of 
engineering knowledge and data[13]. 

Fig. 5 provides an overview of the engineering 
environment. At the highest-level specific aspects of the 
system can be visualized via the vueOne viewer. This is 
supported by underlying integration services and a suite of 
tools that can be utilized at various phases in the 
engineering lifecycle. Editors are available to support 
process definition for robotic, manual, and special-purpose 
machine definition.  Part-flow can also be defined and 
auxiliary tools enable operator-fatigue rating, machine 
complexity, and energy utilization to be predicted. 
Underpinning these tools and services is a common data 
model and component library, which can be utilized 
throughout the lifecycle. At the other levels, support is 
provided for control code deployment and run-time control 
on both PLCs and Internet devices[14]. The run time 
interface allows data to be collected from the physical 
system components and mapped back onto the digital (or 
Cyber) system data set.  

Industry 4.0 and other CPS paradigms rely largely on 
seamless connectivity and interfacing between 
organisations and people, computational resources (e.g., 
databases and application servers), software environments, 
shop floor level devices, sensors and mobile devices[4]. The 
vueOne engineering environment design is based on three 
types of conceptually defined interfaces: a) organisation 
level interfaces enabling communication of information 
between engineers within or across organisations, b) 
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software level connectivity allowing exchange of data 
between engineering tools, and c) cyber to physical 
environment connectivity which focus on the configuration 
and connectivity with components on PLC-based control or 
embedded devices. 

 

 
Fig. 5.  vueOne engineering environment overview 

 
Fig. 6 shows three aspects of the engineering lifecycle 

from design through commissioning to production operation 
and maintenance. It shows examples of the vueOne toolset 
 

during design and the subsequent use of common 
engineering data at the commissioning and maintenance 
phases of the lifecycle. Once a digital model of a given 
production station has been created, this digital information 
can be utilized via Apps on mobile devices to enable 
support for production systems on the shop floor.  This 
may be in the form of viewing digital data for monitoring 
and maintenance purposes. In more sophisticated scenarios, 
augmented reality can be provided, overlaying key system 
information visually over physical views of the production 
system.  A program of work at WMG is implementing a 
suite of tools to support key phases of the lifecycle on 
mobile devices. 

 

4  Demonstrating the Smart Factory 
 

A key aspect of the approach adopted at WMG is 
forming a pipeline to progressively develop and then 
maximize the impact of innovative automation systems. 
The approach shown conceptually in Fig. 7 is to develop 
proof-of-concept systems from bench-top demonstrators 
through full-scale pilot implementations to make-like 
production lines and ultimately to factory installation, 
working closely with industry partners at all phases of this 
activity. 

 
Fig. 6.  An example of common data model usage across the lifecycle 

 

 
Fig. 7.  Pipeline to progressively develop and maximize the impact of innovative systems 

 

A full-scale automation system workbench (ASW) is installed at WMG to support the research and development 
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activities of ASG (see Fig. 8). It is a modular and 
reconfigurable system and hence the application can be 
progressively changed as new requirements emerge. 
Machine stations can be exchanged physically and also 
virtually, i.e., new virtual stations model can be swapped in 
(and out) in place of physical stations. 

 

 

Fig. 8.  Automation system workbench (ASW) 
 

The ASW features state-of-the-art control system and 
automation equipment from leading vendors, e.g., Siemens, 
Bosch-Rexroth, Rockwell Automation, ABB, Schneider 
Electric, Mitsubishi, Festo, and SMC. The system has been 
implemented to support the latest control system design and 
programming standards. The ASW aims to provide a 
full-scale demonstrator for new manufacturing automation 
methods, tools and technologies with the objective to 
support the entire lifecycle, e.g., enabling the digital 
validation, verification and visualisation, control code 
generation and cloud-based engineering services. The ASW 
is also used with industrial collaborators (e.g., JLR, Ford 
and their supply chains) for demonstration of product 
assembly. The ASW is currently configured to carry out a 
battery sub-module assembly demonstration as a part of an 
Innovate UK project. The product assembly consists of  
18 650 form-factor cylindrical cells to be assembled into a 
sub-module incorporating bus-bars and an integrated 
cooling system. 

 

5  Conclusion and Future Work 
 
This paper has reviewed some of the common limitations 

in present automation systems engineering and considered 
what capabilities are needed for future smart factory 
systems engineering. The tools being implemented by the 
Automation Systems Group at WMG have been used as 
examples of solutions providing an integrated engineering 
environment with a common data model extending across 
lifecycle phases. Future research will apply and evaluate 
this approach across a range of applications and also focus 
on increasing the openness of the approach as standards 
related to Industry 4.0 become more mature. 
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